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Background : Why we need Log?
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Background : Why we need Log?

• Transactional failure
• Aborted by DBMS
• Aborted by application

• System failure
• Hardware failure
• Bugs in DBMS/OS 
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Background : Why we need Log?
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A = 1

Durability of update : Persist committed transaction

Tx : A = A + 1 A = 2commit

A = 1

Failure Atomicity : Dispose aborted transaction

Tx : A = A + 1 A = 1Crash/Abort

Background : Why we need Log?
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Write Ahead Logging ( WAL )
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Write Ahead Logging ( WAL )
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Write Ahead Logging ( WAL ) Recovery
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Write Ahead Logging ( WAL ) Recovery
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Sequential Write vs Random Write

Hard Disk Drive

Sequential pattern Random pattern

In case SSD(solid state drive), because of parallelism, sequential write is faster than random write 



NVM(Non-volatile memory)

• Next Generation Storage

• Fast like DRAM, Non-Volatile unlike DRAM

• Byte-Addressable

• Gap between sequential and random write performance is small



Write Behind Logging (Paper’s proposal)
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Write Ahead Log vs Write Behind Log

Same workload,
but WBL size is smaller

Uncommitted : Tx 80, Tx 81



Write Behind Logging : Recovery
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Evaluation (1)

Throughput in YCSB

Result

1. NVM-WBL > NVM-WAL 1.3x
2. SSD-WAL > SSD-WBL



Evaluation (2)

Recovery performance

Result

1. WBL < WAL
2. WBL recovery performance is independent of the number of transactions



Thank You
Any question?
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